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The 19  and 20  centuries produced breakthroughs in physics, chemistry, and theth th

biological sciences. Laboratory research played an important role in the rapid advances made in

these fields. Can laboratory research also contribute to progress in the social sciences? Can it

contribute to progress in law and criminology?

Open any social science methods textbook and you will see evaluations of the strengths

and weaknesses of different methods. These evaluations typically include a claim that laboratory

experiments are high in internal validity and low in external validity. This claim sometimes is

followed by the conclusion that, in practice, laboratory experiments are of little use in the social

sciences. But this conclusion is premature. Laboratory experiments can be used to develop and

test not just theories about the physical world, but also about the social world. By relying on

multiple methods – including laboratory experiments – we can increase our knowledge. 

To make this argument, we begin by discussing what laboratory experiments can and

cannot do.  We then describe three issues in the criminological and legal literature – why

violence is higher in the southern United States than in the North, the relation between the

severity of punishment and crime, and the expressive effects of law. We describe the relevant

data from laboratory experiments and discuss how these data complement those gained through

other methods.

WHAT LABORATORY EXPERIMENTS CAN AND CANNOT DO 

Historically, criminologists have most commonly relied on surveys, data from official

records and other sources of quantitative data, along with ethnographic studies (for some

exceptions see Steffensmeier and Terry 1975). Recently, field experiments have garnered

attention because of their strengths in determining causality (see, for example Farrington and

Welsh 2005 for a review of the last two decades; see also Welsh and Farrington 2001). An entire

journal (the Journal of Experimental Criminology) is now devoted to reporting experimental
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work. Despite this emphasis on experimental approaches, laboratory experiments remain rare. 

In criminology we are typically interested in testing causal theories. Causal theories

include two components – statements about causal relations and statements about causal

mechanisms. A causal relation asserts that by varying one factor (X) we can affect another factor

(Y). Mechanisms are the processes through which one variable influences the other (Hedström,

2005; Horne and Hechter, 2009). Laboratory experiments have unique strengths, not just in

assessing causality (as field experiments do) but also in disentangling the mechanisms

responsible for causal relations. Thus they are valuable for testing causal theories. 

Laboratory experiments are less useful for establishing the substantive importance of

particular causal mechanisms and relations in the field. In other words, they are good for testing

causal theories, but not for studying properties of natural settings (Webster and Sell, 2007).

Laboratory experiments cannot tell us what the correlation is between disenfranchisement and

recidivism in the United States (Manza and Uggen, 2006). But they can provide insight

regarding the effects of exclusion from group leadership on obedience to the group’s rules.

Laboratory experiments cannot tell us how important a factor collective efficacy is for

controlling crime in Chicago (or Seattle or Phoenix or Los Angeles) relative to other factors

(Sampson, Raudenbush, and Earls, 1997). But they can provide data showing that social support

for sanctioning efforts affect levels of control in a group (Horne, 2009). Laboratory experiments

cannot tell us how much guards abuse prisoners or why particular people at Guantanamo

behaved as they did. But they can show us how prison-like power structures can lead normal

people to behave in abusive ways (Zimbardo, 2008). 

In sum, laboratory experiments cannot tell us how substantively important particular

causal factors and mechanisms are for predicting patterns in the field. They cannot tell us how

much of the variance a particular causal factor explains in a substantive setting outside the

laboratory. But they can help us to understand the mechanisms that link a causal factor to an

observed outcome.  They help us to understand why we see the correlations we do. In other

words, they increase our theoretical understanding. They increase (or decrease) our confidence
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in a theory and our expectation that the theory will be upheld in situations in which it is meant to

apply. In turn, when we understand the mechanisms at work we are in a better position to

develop innovations for the field. 

Laboratory experiments have particular characteristics that make them valuable for

testing causal theory and for disentangling causal mechanisms. Below we discuss some of these

characteristics and their associated opportunities and pitfalls.

RANDOM ASSIGNMENT

Laboratory and field experiments share a common characteristic – the use of random

assignment to an experimental condition. Random assignment is a feature of experiments that

increases our confidence in drawing conclusions about causality. Uggen argues that “the

disciplinary field of ‘criminology’ is largely organized around a single dependent variable. We

observe the effect – conditions of crime and noncrime – in an observational sample, and then

make heroic statistical efforts to disentangle the myriad forces that give rise to is. . . . [I]t is

much more sensible for a researcher to actively manipulate a cause and then to observe its

effects – to do something and watch what happens. In doing so, researchers can compare the

effects of the cause they subject to treatment (t) with the counterfactual case in which some other

cause or a control condition is applied (c)” (Uggen, 2008: 182; see also Freedman, 1991: 292,

306 f; and Berk, 2004: 98, 102). Random assignment allows us to conclude that the effects we

observe are due to the manipulation and not to some unobserved characteristic of individuals.

This is because individual traits are randomly distributed across the experimental conditions (and

the researcher can be confident that subjects were exposed to the intended treatment). 
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ARTIFICIALITY AND SIMPLICITY

While both laboratory and field experiments share a reliance on random assignment,

laboratory experiments are unique in their artificiality. Theories are simplifications of reality

(Hechter and Horne, 2009). Thus experiments that are designed to test theory will be simpler

than a field setting. One of the challenges of testing theories in the field is that many things are

covarying simultaneously. The world is complicated. It can be difficult therefore to study the

particular processes identified by a theory. In survey studies we deal with this difficulty by

statistically controlling for possibly relevant factors. By contrast, in the laboratory, because we

create artificial settings, we can eliminate extraneous factors by design. 

The fact that laboratory experiments control for factors extraneous to the theory by

design rather than through statistics means that they do not include as many variables as we are

used to seeing in survey analyses. When using survey data we try to include all of the potentially

relevant variables in order to maximize the amount of variation in the outcome that we can

explain. By contrast, in a laboratory experiment, we focus on only a few causal factors in order

to explain why they have an effect – that is, in order to understand the mechanisms at work. Thus

experiments will be as simple as the theories they are designed to test (see Willer and Walker

2007; Helbing and Yu 2010). If the empirical implications of the theory are supported or

disconfirmed in the laboratory, then the theory has been appropriately tested. Such a test does

not tell us about all of the factors that might affect an outcome, but rather increases our

understanding of the mechanisms linking a small number of causal factors to that outcome.

The goal of understanding mechanisms might even lead us to create situations that do not

exist naturally in the world (Webster and Kervin, 1971). For example, we know that

neighborhoods with higher levels of mobility have higher levels of crime. We also know that

neighborhoods with higher proportions of renters relative to home owners have higher rates of

crime. Suppose that we identify two possible mechanisms that may be operating – financial

investment in a neighborhood or social attachment. How would we know whether one or both of

these mechanisms is operating? It would be difficult to disentangle these in the field (where
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financial and social investments may covary and where possible indicators – stability and

homeownership – may also covary). But in the laboratory we can manipulate financial

investment and social attachment separately and observe the levels of deviance and/or informal

control that emerge. 

People often believe that experiments will be more useful if they look more “real” – if

they have higher levels of mundane realism. But making a laboratory setting more realistic may

actually reduce our ability to examine the theoretical factors and mechanisms of interest (Cook

and Campbell, 1979; Zelditch, 1969; see also Shadish, Cook, and Campbell 2002). As we see in

physics and chemistry, highly abstract laboratory studies provide evidence for theories that are

then applied outside of the laboratory in numerous substantive contexts. In the social sciences, as

well as the physical sciences, the theoretical knowledge gained in artificial settings can be

applied in the field.

COLLEGE STUDENT SUBJECTS

A common feature of laboratory experiments is that they involve college student

participants. College students obviously differ from gang members, drug dealers, and others in

multiple ways. What can experiments with college students tell us about the behavior of

criminals?

The issue here is whether the theoretical causal factor of interest interacts with the

characteristics of the subject.  Suppose that we created an experiment to test Manza’s and1

Uggen’s (2006) argument that disenfranchisement of felons increases recidivism. We do this by

creating groups in the laboratory in which subjects are either granted or denied opportunities to

vote for leaders who make the group’s rules. We could then look to see whether subjects were

more likely to break the rules in conditions in which they could not vote for the group’s leaders.

What if we found no correlation? How would we interpret the result? We might decide that
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college students differ from felons in theoretically relevant ways and that those differences

interact with the causal factor of interest. For example, felons are socially stigmatized in ways

that college students are not. Perhaps disenfranchisement has an effect for stigmatized people but

not for others. If so, then we need to modify our theory to include stigma, and conduct a new

experiment to test this possibility. We might also conduct an experiment with convicted felons

and see if the experimental results with felons are consistent with patterns observed in the field.

The result of these processes is that our knowledge grows.

In many instances, however, the characteristics of subjects do not interact with the

theoretical causal factors of interest. Medical researchers use mice (despite their obvious

differences from humans) because they are similar to human beings in theoretically relevant

ways (Campbell and Campbell, 2006). They can therefore help scientists understand the

mechanisms that contribute to diseases such as cancer. Similarly, experiments with college

students can help us understand mechanisms that lead to deviant behavior. As long as college

student subjects are similar to others in theoretically relevant ways, we would expect similar

patterns of responses to the experimental manipulations. Subjects who are different from inner

city residents, high-school drop-outs, or white collar criminals may engage in more or less of the

behavior to be explained. Their responses to the experimental manipulations should reveal the

same patterns, however. In other words, as long as the characteristics of the subject do not

interact with the causal factor of interest, we might see higher or lower overall levels of the

outcome behavior depending on the subject pool, but the effects of the experimental

manipulations would be observed regardless of the subjects.

TRIVIALITY

One criticism of laboratory experiments is that they can only examine trivial behaviors

that we do not care about – like stealing points from another subject or cheating (for example of

some experimental studies of crime see Fetchenhauer, Simon, and Fetchenhauer, 2008; Kalkhoff
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and Willer, 2008). We cannot have subjects in the laboratory engage in serious crimes like

murder or rape. Nor can we impose severe punishments like execution or long-term prison

sentences. Nor can we place subjects in life-threatening situations.

We can, however, study general mechanisms that may be relevant for explaining a range

of crimes. For example, if one has a theory that says that low self-control leads to criminal

behavior of all types (robbery, mugging, cheating, and so forth), then we ought to be able to test

the effects of self-control on a range of behaviors that can ethically and practically be studied in

the laboratory. Such tests would increase (or decrease) our confidence in the theory or suggest

theoretical refinements. Laboratory evidence in combination with evidence regarding serious

crimes in the field would provide even stronger support.

The implication is that if we have a theory that is specific to a particular crime – rape, for

example – then we could not test that theory in the laboratory. That is, if we think that rape is

theoretically distinct from other crimes, then lab experiments that use behaviors other than rape

as indicators will not contribute to our understanding of rape. 

While the utility of lab experiments is limited in such situations, they may still offer

some possibilities. For example, methods known from survey methodology can be used to study

underlying cognitive mechanisms for severe offences. The central idea is use experimental

treatments to activate response biases that in turn allow for inferences regarding causal

processes. In the context of rape, one could vary the order in which questions about rape myth

acceptance and rape proclivity are posed. Research shows that if respondents are asked about

their acceptance of rape myths first, the correlation between rape myth acceptance and rape

proclivity are typically higher (Bohner et al, 1998; 2005). Such studies provide evidence that

justifications matter in criminal decision-making and are consistent with neutralization theory

(Sykes and Matza, 1957). Similarly, wording effects can be used to test arguments about

perceptions of probabilities of becoming a victim of a crime (Krumpal et al. 2010). 
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Typically however, laboratory experiments are most useful for testing general, abstract

theories. If we have a theory that applies to crime in general (for example, a theory about the role

of power in motivating people to engage in behavior that harms others) then that theory could be

tested in the laboratory. In other words, laboratory experiments will be more useful for testing

abstract, general theories than concrete, specific theories. 

GENERALIZABILITY

Generalizability refers to two things – the ability to generalize from the sample to the

population from which it was drawn and the ability to generalize from the sample to other

populations and settings (Lucas, 2003). The results of laboratory experiments that rely on

convenience samples of college students cannot be generalized to the larger population, because

those students are not drawn appropriately from such a population. In that sense, laboratory

experiments have low external validity.

But, the theories that are tested using laboratory experiments can be applied to other

settings. One of the characteristics of a theory is that it is general – it applies across a range of

settings. Theories are not about specific individuals or unique situations. If the theory only

applies in the laboratory and not elsewhere, then that suggests a problem with the theory, not

with the laboratory. Similarly, a theory of crime tested in Chicago ought to be applicable to other

American cities. If it is not, it suggests that the theory should be revised – not that Chicago is a

bad place to test theories of crime.

If the theory is general, then it can be applied both in the laboratory and in the field. If we

test a theory in one setting (like the laboratory) and our findings are consistent with it, then we

have greater confidence in the theory. If these findings are consistent with an application

elsewhere, we can have even greater confidence (Singleton and Straits 2010: 226). 
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It is possible that we could see consistent findings across settings just by coincidence.

But, such a conclusion would require us to accept the existence of a lot of coincidence in the

world (Guala 2002: 263). Most of the time, consistent results are not the result of coincidence.

We can therefore identify three conditions for drawing internally and externally valid causal

inferences from data collected in both the field and the laboratory: First, we have a theory that

identifies a mechanism connecting a causal factor with an outcome. Second, we have evidence

from the field that there is a correlation between the causal factor and the outcome. Third, we

have evidence of a mechanism linking the causal factor and the outcome in the laboratory. If

these conditions are met, it is reasonable to think that the mechanism that operates in the

laboratory is also operating in the field. 

SUMMARY

Experiments are particularly well-suited for disentangling causal relations and causal

mechanisms. Other methods have other strengths. For example, surveys are very useful for

describing the distribution of behaviors in a sample and, if the sample is well-constructed, for

generalizing it to a larger population. Further, using sophisticated statistical techniques and

survey methods, criminologists have been successful at identifying correlations and causal

relations. Qualitative methods provide in-depth understanding of particular settings and can

produce new insights and hypotheses about important social processes. Integrating these

methods will allow us to take advantage of the strengths of each. Integration may involve

reporting the results of multiple methods in a single paper. But it may also involve publishing

papers based on laboratory experiments, papers based on surveys, and papers based on

qualitative methods – with the authors of each building on the knowledge gained from the

others.

To illustrate how data from laboratory experiments and other methods may together

increase our understanding more than a single method alone, we focus on three issues in the
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crime and law literatures – culture and violence, sentence severity and crime, and the expressive

effects of law.

CULTURE AND VIOLENCE

In a series of studies, Cohen, Vandello, and Nisbett try to explain high rates of violence

among white men in the American South compared with the North. They argue that Southerners

adhere to culture-of-honor norms that lead them to view certain kinds of violence with approval

and to respond aggressively to even minor slights. They support their theoretical argument with

data from national surveys, analysis of major institutions, field experiments, and laboratory

experiments.

Cohen and Nisbett (1994) analyzed survey data. They showed that people in the South

were more approving of some kinds of violence (but not others) than those in the North.

Southerners and Northerners responded in similar ways to questions about violence in the

abstract. But, Southerners were much more supportive of the use of violence to defend

themselves, their families, or their homes. They were more supportive of using violence to

restore order (as in the case of police dealing with hoodlums and riots). And they tended to

approve of violence that was a response to insults or that was used to discipline children. 

In addition to analyzing survey data, Cohen (1996) analyzed laws and social policies in

the South and the North. This analysis also suggested greater tolerance of violence in the South.

It showed that laws in the southern states were more approving of gun ownership, self-defense,

domestic violence, corporal punishment, and the death penalty than those in the northern states

(Cohen, 1996).

These analyses showed a correlation between geographic region and acceptance of

particular kinds of violence. Cohen and Nisbett (1997) went further to see if there was a causal
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relationship between type of violence and attitudes. They conducted field experiments in which

they manipulated the type of violence and measured the response of potential employers. The

researchers sent letters inquiring about employment to companies in the South and the North.

Some of the letters included information about an honor-related violence and some described

involvement in a felony robbery. Whereas the felony letters were responded to in similar ways

across regions, the honor letters were responded to more positively and sympathetically in the

South than in the North. The results of the field experiments were consistent with the those of

the survey and legal analyses. They provide evidence that a concern with honor drives southern

attitudes about violence.

Finally, Cohen and his colleagues conducted a series of laboratory experiments that

compared how subjects from the South and the North reacted to insults in the laboratory (Cohen

et al. 1996). They argued that if Southerners’ approval of violence really is driven by a concern

with honor, then in comparison to Northerners, Southerners would view insults as damaging to

their reputation, they would be more upset by the insult, and they would behave more

aggressively following the insult. 

In their first experiment, Cohen and his colleagues brought students from the South and

the North into the experimental laboratory at the University of Michigan.  There were two2

conditions – one in which a confederate of the experimenter bumped into the subject and called

him an asshole, and one in which no insult occurred. Two other confederates observed how

subjects reacted to the insult. Subjects then read a vignette about a man (Larry) and woman (Jill)

at a party. Twenty minutes after arriving at the party, Jill told Larry about a man who was

making passes at her. A few minutes later, Larry saw the man try to kiss Jill. Subjects were

asked to finish the story. 

The results showed that Northerners were more likely to be amused by the insult and

Southerners were more likely to get angry. There was a statistically significant interaction

between region (south versus north) and insult (insult versus no insult) such that Southerners

who were insulted became more angry than subjects in the other conditions. Further, 75% of
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Southerners who were insulted finished the story by describing Larry injuring or threatening to

injure the man – a higher proportion than among Southerners who were not insulted or among

northerners. 

In a second experiment, the researchers looked to see whether the insult caused different

physiological reactions. To do this they measured subjects’ cortisol levels before and after the

insult. They found that cortisol levels increased 79% among insulted Southerners (compared

with 42% for no insult Southerners) and increased 33% for insulted Northerners (compared with

39% for non-insulted Northerners). These results were statistically significant at the 5 % level. 

The researchers also measured the extent to which the subjects believed that their status

was lowered in the eyes of those who observed the insult. The results showed that Southerners

who were insulted were more likely than Northerners to feel that their reputation had been

damaged.

Finally, the researchers looked to see whether Southerners would behave in a more

aggressive way after being insulted. Subjects were instructed to walk down a hall. A confederate

walked from the other end of the hall toward the subject. Researchers measured how long the

subject would walk toward the confederate before he stepped aside and gave way to him. The

results showed that Southerners who had been insulted walked further before they deferred to the

confederate (37 inches from the confederate for those who experienced an insult versus 108

inches for those who did not). Northerners behaved no differently whether insulted or not.

Insulted Southerners also interacted with others in a more domineering way than those in other

conditions. 

The laboratory experiments provided evidence of mechanisms. They showed that, for

Southerners, insults to honor led to increased anger, cortisol levels, and perceptions of reputation

damage. Insults also increased aggressive behavior. One could criticize the experiment. One

might argue, for example, that Southerners in Michigan are not like Southerners who stay in the

South. Or, one might argue that behaving aggressively in the laboratory is not the same as
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shooting someone in a bar. But, given that theory predicts the results found in the survey

analyses, legal analyses, field experiments, and laboratory experiments, and that the results in all

these empirical settings are consistent with the theory, it would be an unlikely coincidence if the

mechanisms observed in the laboratory were simply a fluke.  

The results of the laboratory experiments, field experiments, and survey analyses provide

complementary evidence that support the theory. The survey analyses show that Southerners are

more supportive of some kinds of violence than Northerners. The field experiments find

evidence of a causal relation between type of crime and expressions of support for those who

commit crime.  The laboratory experiments find evidence of causal relations and mechanisms.

They show that insults have different physiological effects on Southerners and Northerners, and

have different effects on emotional reactions and aggressive behavior. This evidence of

mechanisms and causal relations in the laboratory complements evidence from field experiments

and evidence of self-reported attitudes provided by surveys. Taken together, these different

sources of data give us greater confidence in the theory that Southerners adhere to a culture of

honor that leads them to view violence differently than Northerners and therefore react

differently to it. These studies do not tell us how important this cultural factor is in the field –

how much it contributes to rates of violence relative to structural factors, for example. But they

provide evidence that the meaning of violence is different in the South than in the North and that

this variation in meaning affects emotions and behavior. Given these results and the patterns of

violence we observe in the field, it would be reasonable to conclude that cultural mechanisms

explain at least part of the variation in violence between the South and the North.

PUNISHMENT SEVERITY AND CRIME

Increasing the severity of punishment is, for some, an appealing approach to crime. But

while policies such as “zero tolerance” and “three strikes and you’re out” are often politically

popular (Austin et al., 1999; Cohen, 1985; Hudson, 2002; Zimring, 2001), the evidence that such



15

approaches are successful is far from clear. 

Three prominent bodies of work explore the issue.  Two of them, ecological studies (for3

the pioneering work see Gibbs, 1968; Sellin, 1961;  Tittle, 1969) and interrupted time series

analyses (see, for example, Sherman, 1990) find little if any effect of policies that increase the

severity of punishment. Work on specific crack-downs on crimes such as drug dealing show

initial deterrent effects that decline over time, such that crime rates rebound (MacCoun and

Reuter, 1998; Zimring et al., 2001). A third body of work uses surveys to ask respondents about

their perceptions of the risks and costs of being caught and their own self-reported deviant and

criminal behavior. These studies tend to find correlations between perceptions of punishment

and behavior (Cook, 1980; Grasmick and Bryjak, 1980; Jensen, 1969; Lochner, 2007; Matsueda,

2006; Paternoster, 1987). 

Why the discrepancy in the findings? One answer is that there is a gap between the

severity of punishment demanded by policy changes and perceptions of punishment severity

among citizens. Nagin (1998) argues that “for crime control policy to be effective it must alter

these perceptions. Evidence on whether and how policy in current and prior time periods . . .

affects sanction perceptions is fragmentary. Ecological and interrupted time-series studies have

focused only on the relationship of policy to crime. In doing so these studies have treated the

intervening policy-to-perceptions linkage. . . as a black box. . . While these studies generally find

that policy has at least a temporary effect on crime and thereby somehow influences perceptions,

the dearth of evidence on the policy-to-perceptions linkage is a major gap in knowledge. . . .

[S]uch knowledge would be of great value in designing effective deterrence policies” (p. 7). 

Why might there be a gap between policy and perceptions? One possible reason is that

what is stated in policy may not actually be what is implemented. Some argue, for example, that

when punishments are too severe, they are less likely to be imposed. There are numerous reasons

for this including that because it is often more costly to impose harsher punishments the

resources to do so may not be available, and that people may be less willing to impose severe

punishments for relatively minor offenses.
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In turn, when punishments are not imposed, potential offenders learn that risks are low

and that they can commit crimes without much fear of being caught (see, for example, arguments

that inexperienced offenders tend to overestimate the effectiveness of law enforcement, cf.

Minor and Harry, 1982; Tittle, 1980). Of course, this argument requires that criminals actually

learn from their experience. There is some support for this assumption in the criminological

literature (see, for example, Horney and Marshall, 1992;  Paternoster et al., 1985). Notably one

study focuses on serious offenders – those incarcerated for felony offenses. In that study, those

who had higher rates of arrest relative to criminal activity also reported higher risk perceptions.

In other words, the study suggests that those who are arrested at a higher rate do update their

perceptions about the risks associated with engaging in crime. 

A second possible explanation for findings regarding the deterrent effect of severe

punishment is that it is difficult to disentangle the direction of the causal arrow. The severity of

punishment may reduce crime. But crime rates may also lead control agents to increase the

severity of punishment. This means that in order to determine the extent to which punishment

deters crime, one must take into account the effects of crime rates on sanctioning severity . This

is often very difficult to do. 

Rauhut’s approach (2009; 2010) acknowledges both the endogeneity problem identified

by criminologists and the possibility that policy may not directly translate into enforcement, and

explicitly builds these possibilities into his theoretical argument. He relies on a mechanism that

suggests that relatively simple principles of individual decision-making aggregate to produce

counter-intuitive effects on the macro-level (Tsebelis 1989; 1990). The result of the mechanism

that Rauhut examines is that the incentives of one set of actors are transmitted to the other. 

More specifically, the underlying argument is based on the idea that potential offenders

and law enforcement personnel have opposing interests. Citizens are more likely to commit a

crime if they think they will not be caught, and less likely to commit a crime if they think they

will be caught. Control personnel have the opposite incentive structure; they try to detect crime

if they believe that people are actually committing crimes, but they do not make as much effort if
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they think that people are not committing crimes. Thus, both citizens and enforcers try to foresee

the other’s choice. 

When this argument is applied to predict the effects of punishment severity, it implies the

following logic: If the severity of punishment is increased, enforcers anticipate less crime, and

therefore make less effort to catch criminals. The criminals, in turn, anticipate lowered control

rates and therefore sustain their criminal activities. This criminal activity creates incentives for

control personnel to increase their inspection activities, which in turn deter criminal activities.

Thus both potential criminals and control personnel react to what the other party does and what

they expect the other party to do. Similar dynamics can be observed in many areas of social life.

Consider penalty kicks in a soccer game (Chiappori et al., 2002; Moschini, 2004;

Palacios-Huerta, 2003;). The goal-keeper prefers to dive left when the penalty kick goes left and

prefers to go to the right side if the kick goes right. The kicker has the opposite preferences.

Is there reason to expect citizens and enforcers behave in this way? To answer this

question, it may help to consider criminals and enforcers who pay no attention to the actions of

the other. If a criminal commits crime without paying any attention to the likelihood of getting

caught, she or he will end up in prison. If enforcers always work equally hard and try their best

to catch criminals, crime rates will drop and the enforcers will be wasting their time looking for

crime that does not exist. It is reasonable to assume that citizens pay some attention to what

enforcers are doing, and that enforcers pay some attention to how much crime is occurring. 

The result of this dynamic – in which individual citizens and enforcers make reasonable

decisions given the information they have – is counterintuitive. Rauhut predicts that the

intersecting incentives of citizens and enforcers level out such that increasing the severity of

punishment reduces enforcement activities.  That is, increasing the severity of punishment aimed4

at potential criminals actually affects the behavior of enforcers. Similarly, increasing the rewards

aimed at enforcement personnel actually affect the behavior of citizens.
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This mechanism is difficult to test in the field. As described above, in field settings, it is

easier for researchers to get information about policy than about actual enforcement efforts by

control personnel. Relatedly, it is difficult to get data on offenders’ reactions to actual

enforcement levels. Further, it is difficult to observe the dynamic interplay of behaviors in the

field. These likely data limitations in conjunction with the many other factors that may covary

means that it is very difficult to track the feedback loops between criminal activity and control

efforts. In addition, in the field it is difficult to solve the endogeneity problem: Do high crime

rates affect the level of punishment severity or does punishment severity drive the level of

crime? In the laboratory, these methodological concerns can be addressed.

Rauhut (2009) conducted one experiment that manipulated the severity of punishment

and another one that manipulated the incentives for law enforcement to pursue criminals (Rauhut

2010). Because the laboratory setting allowed him to manipulate punishment severity, we know

that the crime rate did not cause changes in punishment severity. In addition, Rauhut was able to

measure the behavior of both offenders and control agents – something that is often difficult to

do in natural settings – so that he could track the feedback loops between crime and control.

Both experiments had a similar structure. There were two citizens and two law enforcers.

Participants were randomly assigned to be in either the citizen or the law enforcer position. The

participants interacted with each other for 30 rounds. On each round, citizens had the

opportunity to steal money from each other. Also on each round, law enforcers were able to

investigate crime – that is, to determine whether theft occurred. Law enforcers earned money by

catching criminal citizens and criminal citizens were subject to monetary fines. 

What happened? In Experiment 1, increasing the severity of punishment led to lower

rates of enforcement – when punishment was low, the average enforcement rate was 54%; when

punishment was increased, the average enforcement rate dropped to 36%. This effect was

significant at the 5 % level (Rauhut, 2009). 

Increasing the severity of punishment also discouraged theft. When punishment severity
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was shifted from low to high, theft rates dropped from 60 %  to 40 %. But, this effect declined

over time and subjects gradually started committing more crime. Note that the severity of

punishment affected crime more than expected, suggesting that subjects were not good at

anticipating that law enforcers were going to reduce their efforts. Further, theft increased slowly

over time – suggesting also that subjects were not good at using their experience to update their

perceptions of punishment. That is, they updated their perceptions based on experience, but did

so slowly. 

The results show that subjects varied in their reactions to punishment severity. Those

who originally were the most deterred by strong punishment increased their theft behavior more

than those who started out with high theft levels. One interpretation of this finding is that

subjects varied in their expectations of being punished. Those whose expectations were the least

accurate, updated them over time as they realized that they were not being punished. Gradually,

they increased their stealing. Those who started out with more accurate perceptions had less

change in their behavior over time. This finding is consistent with criminological arguments

suggesting that people are naive about the consequences of law breaking (Minor and Harry,

1982; Paternoster et al., 1987; and Tittle, 1980). 

Rauhut’s findings are consistent with studies showing that severe punishments initially

discourage crime, but that over time, crime rates rebound (see, for example, Ross, 1973; 1975).

They are also consistent with research showing that crackdowns have residual deterrent effects

that extend after the crackdown stops. If people are slow to update their perceptions based on

their experience, then we would expect them to continue to refrain from crime and then slowly

return to their usual criminal activities.

Experiment 2 produced complementary results and provided additional support for the

proposed mechanism (Rauhut, 2010). It showed that as rewards for enforcement increased, crime

rates dropped from 47% to 38%. Enforcement efforts also increased from 39% to 60%. As

predicted, strengthening the incentives for law enforcers reduced crime.
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These experiments provide evidence that incentives (punishments for criminals and

rewards for enforcers) not only have direct effects on behavior; they also have indirect effects.

Because criminals and control agents have opposing interests, each is sensitive to the incentives

of the other. They change their behaviors in response to the behaviors of others. But the results

also suggest that people are not as sensitive as the theory would predict – they are slow to update

their perceptions.

Evidence from the field shows inconsistent results for the effect of punishment severity

on crime. The laboratory experiments described here explore one possible set of mechanisms

that may help to explain these different results. These experiments manipulate the severity of

punishment and the incentives for law enforcers and accurately measure the behaviors of both

citizens and enforcers. Because the causal factors are manipulated, and subjects are randomly

assigned to an experimental condition, evidence of causal relations is clear. The laboratory

experiments provide evidence of mechanisms relevant to arguments in the criminological

literature – that experience with enforcement can lead people to update their expectations of

enforcement and, in turn, to reduce their criminal behavior. They provide evidence of

mechanisms that can help to explain the discrepancy between studies that compare policy

changes and crime rates with those that ask respondents about their perceptions of enforcement

and their own criminal activity. 

THE EXPRESSIVE POWER OF LAW

Two prominent approaches explain why people obey the law. One (as in the experiments

above) explains obedience in terms of sanctions. Law discourages certain behaviors by

threatening punishment. A second focuses on legitimacy (Tyler, 1990). Richard McAdams and

Janice Nadler propose a third mechanism through which law may have effects. They argue that

the law has expressive effects. That is, it provides a focal point that helps people to coordinate

their behavior. 
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Many situations contain elements of both conflict and coordination. For example,

consider two drivers approaching an intersection. Each driver wants to go through the

intersection first – thus they have conflicting interests. But each also prefers not to get into an

accident – crashing is worse than letting the other person go first. They therefore have some

desire to coordinate. McAdams and Nadler (2008) argue that if “there is any outcome the

disputing parties jointly regard as the worse possible result” then the dispute involves some

element of coordination (p. 870). 

Research on coordination suggests that people will tend to coordinate around the solution

that is most salient, the “focal point.” What makes a particular solution salient? Nobel Laureate

Thomas Schelling suggests that third party statements have an effect. Imagine two people who

have lost each other in a large department store. Suppose that the store has posted signs that say

“Lost parties should reunite at the fountain on the first floor.” It is likely that people will go

there. They do so not because they are afraid of punishment nor because the store is seen as a

legitimate rule maker. Rather, the salience of the fountain as a recommended meeting place leads

people to go there. 

McAdams and Nadler argue that a legal rule can create a focal point. That is, in situations

in which conflict exists, but in which people also have a good reason to coordinate their

activities (to avoid a mutually undesirable outcome), they will coordinate around what is salient.

Third party expressions can affect what is salient. Law is one source of third party messages.

Thus law can have effects on behavior that are independent of sanctions or legitimacy. 

One reason that social scientists have neglected the expressive effects of law is that these

effects are difficult to study in the field (McAdams and Nadler, 2005; 2008). It is possible to

measure people’s perceptions of the likelihood of punishment, as scholars do in deterrence

research. It is also possible to measure people’s perceptions of the legitimacy of the law (see, for

example, Tyler, 1990). But it is very difficult to disentangle the effects of salience from those of

sanctions and legitimacy. Laboratory experiments are therefore a useful first step in testing the

theory.
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In their first experiment, McAdams and Nadler have participants play a “Hawk-Dove”

game – basically a game of chicken. This game includes both elements of coordination and

conflict. There are two players, each of whom can choose between one of two strategies – hawk

(be aggressive) or dove (be a chicken). The highest payoff goes to the person who is aggressive

(hawk) when the other person is a chicken (dove). The next highest payoff occurs when both

players choose dove. The worst outcome for both occurs when they both decide to be aggressive.

In this situation there is conflict – each person would prefer to choose hawk when the

other chooses dove. But, both of them view the hawk-hawk combination as the worst possible

outcome. They both want to avoid this outcome and therefore have a reason to coordinate. How

do they know whether to choose hawk or dove? 

McAdams and Nadler (2005) compared several conditions: control, ostension (spinner),

intentionality (leader), and legitimacy (leader selected by merit). In the control condition, no

expressive information was provided. In the spinner condition, the experimenters used a spinner

to highlight one outcome. In the leader condition, one of the participants was randomly selected

to act as leader and to write a strategy on the board. Finally in the merit-based leader condition,

participants took a quiz. Those with the highest quiz scores served as leaders who identified a

strategy. 

McAdams and Nadler looked to see whether the highlighted outcome (the focal strategy)

affected subjects’ choices. In the control condition, 51% of subjects chose one outcome, the

other 49% chose the other. In the spinner condition, 65% of subjects conformed with the spinner

suggestion. In the random leader condition, 74% conformed.  And in the merit based leader 76%

conformed with the leader’s suggestion. Analyses showed that the experimental conditions

affected behavior. In the spinner, leader, and merit-based leader conditions, the majority of

subjects followed the suggestion. Further, subjects followed the suggestion more when it was

made by a leader (as in the leader and merit-based leader conditions) than when it was made by a

spinner. 
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This first experiment tested the idea that a third party statement creates a focal point –

that is, makes a particular choice more salient – in a mixed motive situation. McAdams and

Nadler (2008) then conducted two additional experiments to test the argument that law is one

kind of third party statement that creates a focal point, thereby increasing coordination. Instead

of relying on a spinner or a leader to suggest behavior, these experiments manipulated legal

rules. 

In one of the law experiments, participants were asked to imagine that they were in a

dispute with another person about ownership of a cat. In the No Law condition, the law

prioritized the claim of neither party. In the Law condition, subjects were told that, based on an

old court decision, the law favored the other party’s claim. Subjects had to decide whether they

would give in to the other person or whether they would insist on their own claim. The situation

created an incentive structure like that in the hawk-dove game. The results showed that people

were more likely to insist on pursuing their own claim when there was no relevant law. In the no

law condition, the rate of insisting was 44%; in the law condition the rate of insisting was only

27%. Even though the law was not associated with any punishment, it still affected people’s

choices. 

McAdams and Nadler then created a second experiment that involved a contract dispute.

Again they found that mere exposure to a legal rule changed behavior. In the No Law condition

90% of the participants insisted on a remedy that benefitted them, while in the Law condition

only 78% did so. 

These two sets of results are consistent with the argument that law creates a focal point –

guiding decisions to people about what they should choose in situations that involve

coordination and conflict. Of course, these experiments do not tell us how important the focal

point mechanism is in the field. McAdams and Nadler acknowledge that sanctions and

legitimacy are likely to have substantively large effects. But they also argue that because

compliance with the law is such an important issue, we want to fully understand the mechanisms

that contribute to compliance – not just those that have the biggest, most obvious effects. 
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The experimental results provide reason to think that the focal point mechanism operates

as theorized. Does this mechanism help to explain what we observe in the field? Ginsburg and

McAdams (2004) apply the theory in the context of international law to explain why nations

frequently comply with decisions of international bodies such as the International Court of

Justice even when those institutions have little power to impose sanctions. Ginsburg and

McAdams argue that court decisions provide “focal points” that clarify expectations. These

clarifications influence behavior. A long-standing territorial conflict between Denmark and

Norway over Greenland, for example, was resolved simply by the Permanent Court of

International Justice rendering a decision in favor of Denmark. In response to the decision,

Norway immediately withdrew its claim. 

Ginsburg and McAdams (2004) review the docket of the International Court of Justice

and find support for the theory. In cases in which the structure of incentives was like that in a

Hawk-Dove Game – that is, there was some element of both conflict and coordination – they

found that the International Court of Justice tended to be successful. It was less successful,

however, in situations in which parties had, in effect, already chosen Hawk-Hawk strategies.

Thus it was less effective in disputes involving armed conflict. But, as the theory suggests, it

affected parties’ behavior in situations that had some element of coordination.

In this series of studies, McAdams and his colleagues propose a theory, test the theory

using several laboratory experiments, and then apply the theory outside the laboratory. These

studies taken together provide stronger evidence of the expressive power of law than any one

study alone. Further, the experiments provide evidence that would be very difficult to obtain in

the field. 

DISCUSSION

Although in many ways human society is increasingly cooperative and civilized, crime

persists. Relying on  official crime statistics, surveys, observational data, and field experiments,

much of the research in criminology and law provides evidence of the correlates of crime.
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However, we still have much to learn about the causal mechanisms responsible for these

correlations (Sampson 2000). Laboratory experiments have strengths in disentangling causal

relations and mechanisms that can provide a useful complement to more traditional methods.

Laboratory experiments, for example, can help to illuminate mechanisms at the micro-level and

their aggregation to macro- level patterns of behavior. 

How might we move forward in taking advantage of the strengths of laboratory

experiments to increase our understanding of law and crime? Criminologists have identified key

correlates of crime. When we have evidence from the field establishing the correlations between

causal factors and outcomes, laboratory experiments could be used to disentangle the mechanisms

responsible for those correlations (as Rauhut, and Cohen and his colleagues did in their

experiments). Laboratory experiments might also be used to provide an initial test of a new

theory. Once there is some supportive evidence from the laboratory, the theory could then be

applied in the field (the approach of McAdams and his colleagues.

While laboratory experiments have high internal validity and are very good for

disentangling causal relations and mechanisms, they tend to have lower external validity. In

particular, laboratory results typically do not provide data regarding the size of effects that we

will observe in the field, or the relative substantive importance of different causal factors. Other

methods are more useful for addressing those issues. Thus laboratory experiments and other

methods have complementary strengths. Adding laboratory experiments to our methodological

repertoire has the potential to substantially increase our understanding of law and crime. 
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1. A similar argument can be made regarding the experimental setting. The question is whether

the characteristics of the experimental setting interact with the theoretical causal factors. 

2. The comparison of Southerner and Northerners does not involve a true experimental

manipulation because whether the subject was a Southerner or a Northerner was not

manipulated. Similarly, researchers cannot manipulate the race or gender of the subject – though

they can manipulate theoretically relevant aspects of race, gender, and so forth (for an example

in the context of race see Lovaglia et al. 1998).

3. For reviews of deterrence research see Doob and Webster (2003); Maguire (2002), Nagin

(1989), and Tierney (1996).

4. The underlying mechanism is the game theoretical concept of ``mixed Nash equilibria'', which

requires rational agents to outsmart their opponents. This concept assumes that citizens choose

the probability of committing a crime at the indifference point of the inspectors and inspectors

choose the probability of inspection at the indifference point of the criminals (see Rauhut and

Junker 2009; Tsebelis1989; 1990). This implies that more severe punishment reduces control

rather than crime.

ENDNOTES


